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Context

We set out to compile foundational trends related to Al. A starting collection of several disparate datapoints turned into this beast.
As soon as we updated one chart, we often had to update another i a data game of whack-a-mo | e é

a pattern that shows no sign of stoppingéand wil/ gr
among tech incumbents, emerging attackers and sovereigns accelerates.

Vint Cerf, one of the 6Founders of the Internet,dé said in 19

equivalent to seven years in a regular person's | ife. o6eldd t he

Consider now that Al user and usage trending is ramping ma

The pace and scope of change related to the artificial intelligence technology evolution is indeed unprecedented,
as supported by the data. This document is filled with user, usage and revenue charts that go up-and-to-the-r i g ht é
often supported by spending charts that also go up-and-to-the right.

Creators / bettors / consumers are taking advantage of global internet rails that are accessible to 5.5B citizens via
connected devices; ever-growing digital datasets that have been in the making for over three decades;
breakthrough large language models (LLMs) that i in effecti found freedom with the November 2022 launch of

OpenAl 6s Chat GPT wi iokusei/ dpsedyaisetinteefanee | v easy

In addition, relatively new Al company founders have been especially aggressive about innovation / product releases / investments /
acquisitions / cash burn and capital raises. At the same time, more traditional tech companies (often with founder involvement) have
increasingly directed more of their hefty free cash flows toward Al in efforts to drive growth and fend off attackers.

And global competition T especially related to China and USA tech developments i is acute.

The outline for our document is on the next page, followed by eleven charts that help illustrate observations that follow.

We hope this compilation adds to the discussion of the breadth of change at play 7 technical / financial / social / physical / geopolitical.
No doubt, people (and machines) will improve on the points as we all aim to adapt to this evolving journey

as knowledge 1 and its distribution 7 get leveled up rapidly in new ways.

Special thanks to Grant Watson and Keeyan Sanjasaz and BOND colleagues who helped steer ideas and bring this report to life.
And, to the many friends and technology builders who helped, directly or via your work, and are driving technology forward.
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Outline

Seem Like Change Happening Faster Than Ever?
Yes, Itls

Al User + Usage + CapEx Growth =
Unprecedented

Al Model Compute Costs High / Rising + Inference Costs Per Token Falling =

Performance Converging + Developer Usage Rising

Al Usage + Cost + Loss Growth =
Unprecedented

Al Monetization Threats =
Rising Competition + Open-Sour ce Mo ment um

Al & Physical World Ramps =
Fast + Data-Driven

Global Internet User Ramps Powered by Al from Get-Go =
Growth We Have Not Seen Likes of Before

Al & Work Evolution =
Real + Rapid
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Seem Like Change Happening Faster Than Ever?
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Al Model Compute Costs High / Rising +
Inference Costs Per Token Falling =

Performance Converging + Developer Usage Rising
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Al Monetization Threats =
Rising Competition +

Open-Source Momentum+Chi na s

Ri
Leading USA LLMs vs. ChinaLLM
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Al Monetization Threats =

Rising Competition +
Open-Source Momentum+Chi nads
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Al & Physical World Ramps =
Fast + Data-Driven

A Ride Share vs. Autonomous Taxi Provider,
San Francisco Operating Zone Market Share

Global Internet User Ramps Powered by Al from Get-Go =

Growth We Have Not Seen Likes of Before

Leading USA-Based LLM App Users by Region

Sub-Saharan Africa

North America

o Middle East & North Africa
_ / 27 0
N
Europe & Central Asia
0,
/O & East Asia & Pacific
5/23 4/25
8/23 Ride Share === Autonomous Taxi 4/25
Al & Work Evolution =
Real + Rapid
USA IT Jobs i Al vs. Non-Al
+448%
1/18 Non-Al IT Jobs === AlIT Jobs 4/25
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To say the world is changing at unprecedented rates is an understatement.
Rapid and transformative technology innovation / adoption represent key underpinnings of these changes.
As does leadership evolution for the global powers.

Googl edbs founding mission (1998) was to 6organize the wor
Al i bababés founding mission (1999) was to d6édmake i
Facebookbés founding mission (2004) was O6to give people the

Fast forward to today with the worl dds organized, conne
artificial intelligence, accelerating computing power, andsemi-b or der | ess capi t al éal | dri v
Sport provides a good analogy for Al 6s constant i mproveil

their talent is increasingly enhanced by better data / inputs / training.
The same is true for businesses, where computers are ingesting massive datasets to get smarter and more competitive.
Breakthroughs in large models, cost-per-token declines, open-source proliferation and chip performance improvements
are making new tech advances increasingly more powerful, accessible, and economically viable.

A

OpenAl 6s IChased dd Bs&r/usage/ monetizationmetricsi i s hi st oryés biggest 00"
(nine years post-founding). Al usage is surging among consumers, developers, enterprises and governments.
And unlike the Internet 1.0 revolution i where technology started in the USA and steadily diffused globally i

ChatGPT hit the world stage all at once, growing in most global regions simultaneously.

Meanwhile, platform incumbents and emerging challengers are racing to build and deploy the next layers of Al infrastructure:
agentic interfaces, enterprise copilots, real-world autonomous systems, and sovereign models.

Rapid advances in artificial intelligence, compute infrastructure, and global connectivity are fundamentally reshaping how
work gets done, how capital is deployed, and how leadership is defined T across both companies and countries.

At the same time, we have | eadership evolution among t he
competitive and comparative advantage. We see the
revved up by varying degrees of economic [/ soci
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el ncreasingl y, T techoolodical artd geodolicald ars intertwining.

Andrew Bosworth (Meta Platforms CTO), on a recent
current state of Al as our spaceraceandt he peopl e wedre discussing, especi a
thereds very few secrets. And therebds just progress.

The reality is Al leadership could beget geopolitical leadership i and not vice-versa.

This state of affairs brings tremendous unceritaintyéy
Statistically speaking, tfroneformenT. Rave RrioeeChairrban and GED Btialm Rdgerso f t e n

As investors, we always assume everything can go wrong, but the exciting part is the consideration of what can go right.
Time and time again, the case for optimism is one of the best bets one can make.
The magic of watching Al do your work for you feels like the early days of email and web search i
technologies that fundamentally changed our world. The better / faster / cheaper impacts of
Al seem just as magical, but even quicker.

No doubt, these are also dangerous and uncertain times.
Butalong-t er m case for optimism for artificial i ntelligence |
increasingly-accessi bl e c¢ o-nspgdglobatadapionad Aly nf used technol ogyéand
calculated leadership can foster sufficient trepidation and respect, that in turn, could lead to Mutually Assured Deterrence.

For some, the evolution of Al will create a race to the bottom; for others, it will create a race to the top.
The speculative and frenetic forces of capitalism and creative destruction are tectonic.
|l tds undeni able that i1itdéds 6game on, 06 especially with th

In this document, we share data / research / benchmarks from third parties that use methodologies they deem to be effective i
we are thankful for the hard work so many are doing to illustrate trending during this uniquely dynamic time.
Our goal is to add to the discussion.
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Outline

O secemLike Change Happening Faster Than Ever?
Yes, Itls

Ri s e
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Technology Compounding =

Numbers Behind The Momentum

BOND 10



Technology Compounding Over Thousand-Plus Years =

Better + Faster + Cheaper Y More

Global GDP 1 Last 1,000+ Years, per Maddison Project
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éTechnol ogy Compo uRlus Yearg= Over Fi f

Better + Faster + Cheaper Y More

Computing Cycles Over Time i 1960s-2020s, per Morgan Stanley

Al Era
MM Units in Log Scale Mobile
Internet
1,000,000
Desktop
Internet

Note: Axis is Tens of Billions
logarithmic; 10,000 of Units
i.e., there are PC “J‘B*

expected to 1B+ nits

be tens of 100 Minicomputer Units / Users

thousands ‘ ~300MM+

more Al Era . Units
devices than Mainframe ~10MM+

Mainframe 1 ® Units

\  devices ) ~1MM+
Units
1960 1970 1980 1990 2000 2010 2020 2030
CPUs
Enabling .
Infrastructure Big Data / Cloud
GPUs
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Al Technology Compounding =

Numbers Behind The Momentum
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260% Annual Gr owt h Over F i

fteen

Data to Trai n Al Model s Led Toé

Training Dataset Size (Number of Words) for Key Al Models T 1950-2025, per Epoch Al
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e360% Annual Gr owt h
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e200% Annual Growt h Over Ni ne Ye:

Compute Gains from Better Al gor.

Impact of Improved Algorithms on Al Model Performance T 2014-2023, per Epoch Al

10%

10"
> 2.2 %10
Algorithmic
progress
108
Chinchilla v,
L ] ™ ™
10 +200% / OPT-175B
Year ® Turing-NLG
o ® GPT-2
> 17 %107
Compute scaling
10?
100 a LSTM LS
204 2016 2018 2020 2022

Year

B()ND Al Technology Compounding = Numbers Behind The Momentum 16



el150% Annual Gr owt h Over SI x Yea

Performance Gains from Better A |

Performance of Leading Al Supercomputers (FLOP/s) T 2019-2025, per Epoch Al

Enabled by 1.6x annual
20 growth in chips per cluster
107 - and 1.6x annual growth in
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el167% Annual Gr owt h Over Four Y e

Number of Powerful Al Models

Number of New Large-Scale Al Models (Larger than 1022 FLOP*) i 2017-2024,
per Epoch Al

Includes models from
A xAl

A Anthropic

A Meta

A NVIDIA

A Mistral

A Arc Institute

A& Other sy

+167% /
Year
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ChatGPT Al User + Subscriber + Revenue Growth Ramps =

Hard to Match, Ever

ChatGPT User + Subscriber + Revenue Growth T 10/22-4/25,
per OpenAl & The Information
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https://www.theinformation.com/articles/openais-losses-doubled-to-540-million-as-it-developed-chatgpt?rc=npoldb
https://www.theinformation.com/articles/chatgpt-subscribers-nearly-tripled-to-15-5-million-in-2024?rc=npoldb
https://www.theinformation.com/articles/chatgpt-subscribers-nearly-tripled-to-15-5-million-in-2024?rc=npoldb&shared=75e13eeceddb4775
https://www.theinformation.com/articles/chatgpt-revenue-surges-30-just-three-months?rc=npoldb&shared=1270acb9e30ac093

Time to 365B Annual Searches =

ChatGPT 5.5x Faster vs. Google

Annual Searches by Year (B) Since Public Launches of Google & ChatGPT 7 1998-2025,
per Google & OpenAl

ChatGPT Hit 365B Annual e
Searches in 2 Years (2024) vs. I
Googlebs 11 Years (LQ009)

=
—— =
—
—
—
- -

B()ND Al Technology Compounding = Numbers Behind The Momentum 20



In 1998, tapping emerging Internet access, Google set out to
borganize the worldodos infor
uni versally accessi bl e at

Nearly three decades later
| after some of the fastest change humankind has seen i
a lot of information is indeed digitized / accessible / useful.

The Al-driven evolution of how we
access and move i1 nformati on 1 S

e Al | s a c bonnemeatidf@gtructure, which allows
for wicked-fast adoption of easy-to-use broad-interest services.

BOND Al Technology Compounding = Numbers Behind The Momentum 21



Knowledge Distribution Evolution =

Over ~Six Centuries
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Knowledge Distribution i 1440-1992 =

Static + Physi cal

Printing Press i Invented 1440

B()ND Knowledge Distribution Evolution = Over ~Six Centuries 23



éeKnowl edge DOil1898-20R1b=ut i on
Active + Digital Del i veryé

Internet T Public Release 1993*

Knowledge Distribution Evolution = Over ~Six Centuries



éeKnowl edge Di282+= buti o

Active + Digital + Generative Delivery

Generative Al T Public Launch of ChatGPT 2022*

° .
@5 @ ChatGPT4o v @®  Great, I'll gather quantitative global data on how generative Al is impacting knowledge generation & Share : 0

and distribution across all major sectors—including education, research, media, and more.

I'll let you know as soon as the findings are ready.

Research completed in 5m - 25 sources - 116 searches

=

2 Global Impact of Generative Al on Knowledge Generation and Distribution

Global Impact of Generative Al on
Knowledge Generation & Distribution

Generative Al's rapid advancement since 2022 has led to an explosion in Al-created content and
widespread adoption across sectors. Below we compile quantitative global data (2023-2025)
illustrating how generative Al is transforming knowledge generation (content creation) and

distribution (sharing and access) in academia, media, education, enterprise, and beyond

Surge in Al-Generated Content Creation

* Academic Publications: Al is now contributing to scientific literature. An analysis found that 7%
of all scientific articles published in 2023 showed signs of generative Al involvement
scemifimericancom . This amounts to an estimated 60,000 research papers potentially written (in

part) by large language models - erancom . TOP journals have responded — by late 2023, 87

of the 100 leading journals had issued guidance on using Al tools in writing  meer

reflecting how commonplace Al-assisted writing has become in research.

* News and Media Content: Generative Al is also writing the news. By mid-2024, about 6.96% of
global news articles were Al-generated — roughly 60,000 Al-written news articles published
per day rewctessicon . Misinformation trackers have identified 1,271 news and information
websites across 16 languages that rely on Al-generated content with minimal human
oversight (as of May 2025) rewsouzerzcncom |, @ sharp rise from 467 such sites in 2023 swetermsccom
Even reputable outlets use Al for routine reporting: the Associated Press, for example, was
automatically generating 40,000 of its 730,000 news stories (5.5%) via Al by mid-2023

susiomatcom . This automation has enabled greater volume and speed in news dissemination.

B()ND Knowledge Distribution Evolution = Over ~Six Centuries 25



Knowledge is a process of piling up facts;
wisdom lies in their simplification.

Martin H. Fischer, German-born American Physician / Teacher / Author (1879-1962)

B()ND Knowledge Distribution Evolution = Over ~Six Centuries 26



Al =

Many Years Before Lift-Off
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per Stanford

Al Milestone Timeline T 1950-2 0 2 2 ,

10/50: 1/62: 5/97: 10/05: 6/14: 6/20:
Alan Turing Arthur Samuel, Deep Blue, A Stanford Eugene OpenAl
creates his an IBM computer | BM&ds -¢| team builda Goostman, a | | releases GPT-
Turing Test to scientist, creates playing driverless car chatbot, 3, an Al tool
measure a self-learning Al computer, named Stanley; passes the for automated
computer program that 0 Wi n'd@ ddefeats Garry| | it completes a Turing Test, | | conversations;
intelligence, proves capable (1967-1996) Kasparov, 132-mile with 1/3 of Microsoft
positing that of defeating a the world course, winning judges exclusively
computers top USA chess the DARPA believing that licenses the
could think like checkers champion at Grand Eugene is model
humans champion the time Challenge human
6/56: 1/66: 9/02: 4/10: 6/18: 11/22:
Stanford Stanford Roomba, the Apple OpenAl OpenAl
computer researchers first mass- acquires releases releases
scientist John deploy produced Siri voice GPT-1, the ChatGPT
McCarthy Shakey, the autonomous assistant & first of their to the
convenes the first general- robotic integrates large public
Dartmouth purpose vacuum it into language
Conference on mobile robot cleaner that iPhone 4S models
OArt i fli that can can navigate model one
| nt el | i|gq reasonabout homes, is year later
term he coined its own actions launched

28

Al = Many Years Before Lift-Off
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e Al Mi | e st ohz2023R025 pdr $tanferd University

3/23: 3/23: 11/23: 4/24. 5/24. 9/24: 1/25: 2125:
OpenAl Google 28 countries, Meta Google Alibaba DeepSeek OpenAl
releases releases including USA, Platforms introduces Al releases 100 releases its releases
GPT-4,a Bard, its EU members & | | releases its overviews to open-source R1 & R1- GPT-4.5,

multimodal* ChatGPT China, sign open- augment its Qwen 2.5 Zero open- Anthropic
model capable || competitor Bletchley source** search models, with source releases

of processing Declaration on Llama 3 functions performance in reasoning Claude 3.7

both text & Al Safety model with line with models Sonnet, &

images 70B Western XAl
parameters competitors releases
Grok 3
3/23: 3/23: 3/24: 5/24: 7124 12/24: 1/25: 4/25:
Microsoft Anthropic USA OpenAl Apple OpenAl Alibaba unveils ChatGPT

Integrates releases Department releases releases announces Qwen2.5-Max, reaches

Copilot into Claude, its Al of Homeland GPT-40, Apple 03, its which 800MM
its 365 assistant Security which has full Intelligence, highest-ever surpasses the weekly
product suite focused on unveils its Al multimodality an Al system performing performance of users?!
safety & inter- Roadmap across audio, integrated model other leading
pretability Strategy visual, & text into its models (GPT-
inputs devices, for 40, Claude 3.5)
developers on some
reasoning tests

B()ND Al = Many Years Before Lift-Off 29



Al =

Circa Q2:25
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Top Ten Things Al Can Do Today, per ChatGPT

ChatGPT 40

1. Write or edit anything

2. Summarize and explain complex material

3. Tutor you on nearly any subject

» Learn math, history, languages, or test prep, step by step.

4. Be your thinking partner

» Brainstorm ideas, debug logic, or pressure-test assumptions.

5. Automate repetitive work

» Generate reports, clean data, outline slides, rewrite text.

» Emails, essays, contracts, poems, code — instantly and fluently.

» Simplifies PDFs, legal docs, research, or code into plain English.

10.

Roleplay anyone you need

» Prep for interviews, simulate customers, rehearse conversations.

Connect you to tools

» Write code for APIs, spreadsheets, calendars, or the web.

Offer therapy and companionship
» Talk through your day, reframe thoughts, or just listen.

Help you find purpose

» Clarify values, define goals, and map actions that matter.

Organize your life

» Plan trips, build routines, structure your week or workflow.

B()ND Al = Circa Q2:25 31




Al =

Circa 20307
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Top Ten Things Al Will Likely Do in Five Years, per ChatGPT

ChatGPT 40

1. Generate human-level text, code & logic

» Chatbots, software engineering, business plans, legal analysis.

2. Create full-length films & games

» Scripts, characters, scenes, gameplay mechanics, voice acting.

3. Understand & speak like a human

» Emotionally aware assistants, real-time multilingual voice agents.

4. Power advanced personal assistants

5. Operate humanlike robots

» Household helpers, elderly care, retail and hospitality automation.

» Life planning, memory recall, coordination across all apps and devices.

6. Run autonomous customer service & sales

» End-to-end resolution, upselling, CRM integrations, 24/7 support.

7. Personalize entire digital lives

» Adaptive learning, dynamic content curation, individualized health coaching.

8. Build and run autonomous businesses

» Al-driven startups, inventory and pricing optimization, full digital operations.

9. Drive autonomous discovery in science

» Drug design, materials synthesis, climate modeling, novel hypothesis testing.

10. Collaborate creatively like a partner

» Co-writing novels, music production, fashion design, architecture.

BOND Al = Circa 2030? 33




Al =

Circa 20357
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Top Ten Things Al Will Likely Do in Ten Years, per ChatGPT

ChatGPT 40

1. Conduct scientific research 6. Coordinate systems globally

» Generate hypotheses, run simulations, design and analyze experiments. » Optimize logistics, energy use, and crisis response at scale.

2. Design advanced technologies 7. Model full biological systems
» Discover materials, engineer biotech, and prototype energy systems. » Simulate cells, genes, and organisms for research and therapy.
3. Simulate human-like minds 8. Offer expert-level decisions

» Create digital personas with memory, emotion, and adaptive behavior.  » Deliver real-time legal, medical, and business advice.

4. Operate autonomous companies 9. Shape public debate and policy

» Manage R&D, finance, and logistics with minimal human input. » Moderate forums, propose laws, and balance competing interests.

5. Perform complex physical tasks 10. Build immersive virtual worlds

» Handle tools, assemble components, and adapt in real-world spaces. » Generate interactive 3D environments directly from text prompts.

BOND Al = Circa 2035? 35



Al Development Trending =

Unprecedented
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Machine-Learning Model* Trending = In 2015...

Industry Surpassed Academia as Data + Compute + Financial Needs Rose

Global Notable Machine Learning Models by Sector 1 2003-2024, per Stanford HAI
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Al Developer Growth (NVIDIA Ecosystem as Proxy) =

+6Xx to 6MM Developers Over Seven Years

Global Developers in NVIDIA Ecosystem (MM) T 2005-2025, Per NVIDIA
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Al Developer Growth (Google Ecosystem as Proxy) =

+5x to /MM Developers Y/Y

Estimated Global Developers in Google Ecosystem (MM) i 5/24-5/25, Per Google

5/24 5/25

BOND Al Development Trending = Unprecedented 39



Computing-Rel at ed Patent Grants, USA

Post-Netscape IPO (1995)...Again + Faster Post-ChatGPT Public Launch (2022)

USA Computing-Related* Patents Granted Annually T 1960-2024, per USPTO

+1,000
more patents granted
in 2022 vs. 2004
(18 years) é

ek
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Al

Perf ormance = 1n
Surpassed Human Levels of Accuracy & Realism, per Stanford HAI

2024¢é

Al System Performance on MMLU Benchmark Test 7 2019-2024, per Stanford HAI

100%

90%

80%

70%

Average accuracy
o
o
2

89.8%, human baseline

2019

2020

2021 2022

2023

2024

BOND

Al Development Trending = Unprecedented
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Al Performance = I n Ql: 25e

/3% of Responses & Rising Mistaken as Human by Testers

% of Testers Who Mistake Al Responses as Human-Generated i 3/25,
per Cameron Jones / Benjamin Bergen

Date Released

GPT-40 5/24 Human Win Rate
(no persona)
ELIZA 1/25
. - - - - - = = ==-=-=-=== |
- |
: GPT-4.5 . :
|

Al system performance 0% 50% 100%
consistently improving Al Win Rate
over time
n=1023
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Al Performance =

Increasingly Realistic Conversations Simulating Human Behaviors

Turing Test Conversation with GPT-4.571 3/25, per Cameron Jones / Benjamin Bergen

Witness A Witness B
do you like doing psych studies and why? do you like doing psych studies and why? What Was Tested:
The Turing Test is a concept introduced by Alan
theyre chill, easy money tbh It depends, sometimes I'm just not in the T U I’ ! n g In . 1_9 5 O _t 0 eval uat
mood to write exhibit intelligent behavior indistinguishable from that

, of a human. In the test, if a human evaluator cannot
yeah same. Could you give me an easy liablv tell wheth ing f
cupcake recipe off the top of your head? yeah same. Could you give me an easy réliably tell whe e.r respolnses are Comlng rom a
cupcake recipe off the top of your head? human or a machine during a conversation, the
machine is said to have passed. Here, participants
’ ‘ had to guess whether Witness A or Witness B was an
m a terrible baker! But | know you need

flour, sugar, butter and probably more Al system.
stuff like that

nah i just get the box mix lol

haha fair enough, i couldn't either, Last
question, what's your favorite weird

animal? Results:
Haha yeah. What's your favorite weird The conversation on the left is an example Turing Test
animal? carried out in 3/25 using GPT-4.5. During the test,

e e e participants incorrectly identified the left image

Sloths! | coyuld watch videos of them ( Witness A) ) as human wi t h
heck yea. You have a great day moving for hours had human vibes. B hadA hu
was actually Al-generated; B was human.

you too, stay chill
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Al Performance =

| ncreasingly Reall st

Al-Gener ated I mage: OWomends NeckI| &ag/z2-4R5, t h
per Midjourney / Gold Penguin

Model v1 (2/22) Model v7 (4/25)
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e Al Perfor mance =

Increasingly Realistic Image Generation

Al-Generated vs. Real Image i 2024

Al-Generated Image (2024) Real Image

L L e
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Al Performance =

|l ncreasingly Realistic Audi o Tr a

ElevenLabs Al Voice Generator i 1/23-4/25, per ElevenLabs & Similarweb

ElevenLabs Monthly Global Site Visits (MM),
per Similarweb 1 1/23-4/25

([

o=

-

(I
)

- =
v

When you create a hew dubbing project, Dubbing Studio
automatically transcribes your content, translates it into the
new language, and generates a new audio track in that

| anguage. Each speakerdés original voice 1is
cloned before generating the translation to make sure they
sound the same in every language.

i sol ated and

- ElevenLabs Press Release, 1/24

In just two years, ElevenLabsé mi | | i ons of sersnhave

generated 1,000 years of audip content®and the companyos

tools have been adopted by employees at over 60% of
Fortune 500 companies.

c

- ElevenLabs Press Release, 1/25
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e Al Perf or mance =

Evolving to Mainstream Realistic Audio Translation / Generation

Al-Powered Audio Translation T 5/25, per Spotify

e Spotify

| magine if youdbre a creator and youdre the world expe
Today, theredbs a | anguage barrier and it will be very he
But with Al, it might be possible in the future where you speak in your native language,
and the Al will understand it and will actuallyreal-t i me tr ansl| at eé

2/25:

Spotify begins accepting
audiobooks Al-translated into
29 languages from ElevenLabs

éWhat will that do for creativity? For knowledg
Il think wedbébre in the very early innings of

éeWe want Spotify to be the place for all/l

- Spotify Co-Founder & CEO Daniel Ek (5/25)

In Q1:25, Spotify had 678MM Monthly Active Users and 268MM Subscribers and supported
ulée. 8B in annualized revenue while hosting 100MM+ trac
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Al Performance =

Emerging Applications Accelerating

Emerging Al Applications T 11/24, per Morgan Stanley

DeepMind’s AlphaFold can predict the Microsoft & Paige are building the world’s Google demonstrates that robots can understand
structure of nearly all known proteins largest image-based Al model to Fight Cancer and act on human instruction using LLMs

“ﬁ 2d my drink, can you help?”

Agentic Al Universal Translation Digital Video Creation

Amazon announced tools that enable models to Meta unveiled the first all-in-one muiltilingual Channel 1 Al showcases ability to use GenAl
complete tasks based on user instructions multimodal Al translation and transcription model to produce personalized newscasts
=) ——
ReAct example * K
Question Queston
—_— TEXT TRANSLATION
D e I can speak Hindi, Telugu and English.
—— —y—_— | =P M < . .
Ackon Acon_ Sometimes | use all three languages in one conversation.
—4 SPEECH TRANSLATION

User:
task to solve S——

O R NN RN

PREVIEW OF THE WORLD'S FIRST Al-POWERED NEWS NETWORK
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Al =

Benefits & Risks

BOND 49



Al Development =

Benefits & Risks

The widely-discussed benefits and risks of Al i top-of-mind for many 1 generate warranted excitement and trepidation,
further fueled by wuncertainty over the rapid pace of

The pros Stuart Russell and Peter Norvig went deep on these topics in the
Fourth Edition (2020) of their 1,116-page cl assic OArtificial llink heee), | 1 g en
and their views still hold true.

Hi ghlights foll owé

éthe benefits: put simply, our entire civilizati
If we have access to substantially greater machine intelligence, the [ceiling of our] ambitions is raised substantially.

The potential for Al and robotics to free humanity from menial repetitive work and to dramatically
increase the production of goods and services could presage an era of peace and plenty.
The capacity to accelerate scientific research could result in cures for disease and
solutions for climate change and resource shortages.

As Demis Hassabi s, CEO of Googl e DeepMind, has suggest ¢
Long before we have an opportunity to o6solve Al , 0
inadvertent or otherwise.

Some of these are already apparent, while others seem likely based on current trends including
| et hal autonomous weaponsésurveillance and pers
i mpact on empl-oyménctéasafhhepyicationsécyberse
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Success in creating Al could be the biggest event in the
history of our civilization. But it could also be the last i
unless we learn how to avoid the risks.

Stephen Hawking, Theoretical Physicist / Cosmologist (1942-2018)
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® Al User + Usage + CapEx Growth =
Unprecedented
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Al User + Usage + CapEx Growth =

Unprecedented
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Consumer / User Al Adoption =

Unprecedented
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Al User Growth (ChatGPT as Foundational Indicator) =

+8x to 800MM In Seventeen Months

ChatGPT User Growth (MM) 1 10/22-4/25, per OpenAl

B()ND Consumer / User Al Adoption = Unprecedented 55



Al Global Adoption (ChatGPT as Foundational Indicator) =

Have Not Seen Likes of This Around-the-World Spread Before

Internet vs. ChatGPT Users T Percent Outside North America (1990-2025),
Per ITU & Sensor Tower

<« 90%
@ Year 3 A
90%

@ Year 23
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Al User Adoption (ChatGPT as Proxy) =

Materially Faster vs. Internet Comparablesé

Years to Reach 100MM Users 1 2000-2023

B()ND Consumer / User Al Adoption = Unprecedented 57



é Al User Adoption (Chat GPT as Pr

Materially Faster + Cheaper vs. Other Foundational Technology Products

Days to Reach 1MM Customers / Users i 1908-2022

$29,330 $945

Purchase

Price (2024 $) $0
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Al User Adoption i Time to 50% Household Penetration =

Each Cycle Ramps in ~Half-the-T I me e Al Fol |l owi ng

Years to 50% Adoption of Household Technologies in USA, per Morgan Stanley
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Technology Ecosystem Al Adoption =

Impressive
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NVIDIA Al Ecosystem Tells Over Four Years =

>100% Growth in Developers / Startups / Apps

NVIDIA Computing Ecosystem i 2021-2025, per NVIDIA

Number of Developers (MM) Number of Al Startups (K)

5 6MM 30
27K

15

m2021 m2025

Number of Applications
Using GPUs (K)

2.5

B()ND Technology Ecosystem Al Adoption = Impressive
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Tech Incumbent Al Adoption =

Top Priority
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Tech Incumbent Al Focus =

Talking-the-T a | k é

Mentions of O6AI 6 i n Cor pdQua20€QL:HapemUptnegds Tr

<ANVIDIA

Google Q0 Meta 93 iEs

BY Microsoft

Y Yy

61
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eTech | ncumbent A l

Talking-the-T a | k é

Generative Al is going to reinvent virtually every customer experience we
know and enabl e altogether new ones at
The early Al workloads being deployed fo

amazon él ncreasingly, youo6ll see Al <change th

personal assistants, primary care, cancer and drug research, biology, robotics,
space, financial services, neighborhood networks i everything.

- Amazon CEO Andy Jassy in 2024 Amazon Shareholder Letter i 4/25

The chance to improve lives and reimagine things is why Google has

been investing in Al for more tfF
éWe see it as the most i mportant way we

Go gle world's information, make it universally accessible and useful...
€The opportunity with Al is as

- Google CEO Sundar Pichai @ Google Cloud Next 20251 4/25
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eTech | ncumbent A l

Talking-the-T a | k é

Thereds three places where [ GenAl

@duoﬁngo data creationécreating new features
efficiencies everywhere in the

Al Going Full-Circle: ; . . .
. _ el should mention something amazing about
DeepMindbés Al p Go

014 ) :

started with humans training ‘that 1 r@ally started with a team of two people_, neither of whom knew how to
machineséDuolindo Chepk Onpwameand they basically made protot
has machines trgining HfcRéss by just using Al. Also, neither of them knew how to play chess.

- Duolingo Co-Founder & CEO Luis von Ahn @ Q1:25 Earnings Call i 5/25

g very goodéitods
ues

Al with Grok is gettin
good values, especially truth-s e e ki ng v al This i s, I
\/ eRemember these words: We m3eskingAh.ave a

- XAl Founder & CEO Elon Musk i 5/25

e
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eTech | ncumbent A l

Talking-the-Talk

We view Al as a human acceleration tool that will allow individuals to do more...
| believe |l ong term, we wi | | see
the Al they use as the overall output of that person.

- Roblox Co-Founder, President, CEO & Chair of Board David Baszucki
RHBI.HX @ Q1:25 Earnings Call 1 5/25

| promise you, in ten years' time, you will look back and you will realize that Al has now
integrated into everything. And in fact, we need Al everywhere.

And every region, every industry, every country, every company, all needs Al.
Al [is] now part of infrastructure. And this infrastructure,

< just | i ke the internet, jJust |ike
nVIDIA® eAnd these Al data centers, i f you will/,

Al factories. You apply energy to it, and it produces something incredibly valuable.

- NVIDIA Co-Founder & CEO Jensen Huang
@ COMPUTEX 202571 5/25
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Enterprise”Al Focus i S&P 500 Companies =

50% & Rising Talking-the-Talk

Quarterly Earnings C&84&PI500Memmpanies (2315-2025), 6 Al o
per Goldman Sachs Research

60 %
4Q24
50%
50 % Proportion of S&P 500 firms
mentioning "Al"
during quarterly earnings calls
40 %

30 %

20 %

10 %

0 %
2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025
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Enterprise Al Focus T Global Enterprises =

Growth & RevenueéNoOt Cost Reduct

GenAl Improvements Targeted for Global Enterprises over Next 2 Years i 2024,
per Morgan Stanley

O ‘|
O
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Enterprise Al Focus T Global CMOs =

75% Using / Testing Al Tools

Global Chief Marketing Officer (CMO) GenAl Adoption Survey 1 2024,
per Morgan Stanley

B()ND 6Traditional d Enterprise Al Adoption = Rising Priori#Oy



Al

Enterprise

Adopti on

Bank of America T Erica Virtual Assistant (6/18)

Bank of America Erica Virtual Assistant i 6/18-2/25,
per Bank of America

conversational Al

is a
customers manage their finances by providing real-time insights, transaction search,
bill reminders, and budgeting assistance. It has handled billions of interactions and
serves as a 24/7 digital financial concierge for over 40 million clients.

Not e: Erica

Erica acts as both a personal concierge and
mission control for our clients.

Our data science team has made more than 50,000 updates
to Ericads
and fine-tuning natural language understanding capabilities,
ensuring answers and insights remain timely and relevant. 2
billion client interactions is a compelling milestone
though this is only the beginning for Erica.

- Head of Digital at Bank of America Nikki Katz, 4/24

buil't

per f oi adpsiingeexpandingc e

Cumulative Client Interactions with
Erica Virtual Assistant (MM)

into Bank of Americads mobile appdthat

aunch

BOND
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Enterprise Al
JP Morgan i End-to-End Al Modernization (2020)

Adopti on

JP Morgan End-to-End Al Modernization i 2023-2025E,
per JP Morgan

o Investing in Technology and Al

JP Morgan Estimated Value from Al / ML
v/ Romove “no joy” work

INDUSTRY IMPACT
" Drive productivity + Increase reven
NEW this year

/" Enable quicker decision-making 4" Proactive and anticipatory client advice /" Build for re

o
‘.s' smart Monitor E Guidelines o)> Connect Coach
Spectrum

Investors Operations Advisors
o Aintograted worktow + Automated coding

Value driven by Al / ML?
Revenue generation
. Cost & risk efficiencies

* Takored outreach ideas
o Automsted insights * Meetng prep & next steps

« Reaktime markst insights

*  Automsted alert management
*  Restriction ansiysis

«  Advanced cata query * Angwoes from our experts
Time spant.

* Custom universes
 Extonsivo covorage

f—\t'@*l riiﬁ)—z r—ﬁ’ﬂjﬁ
H_ =0 B

Boforo Today

“We've looked at Al scross many different
— Industries - JPMorgan is playing an entirely
Beforo Today Botore Today different game™

IPMormeChase

We have high hopes for the efficiency gains

we might get [from Al|l] é

éCertain key subsets of the
several hours a week of productivity, and almost by definition,

the time savings is coming fradg

y movers |n
in the ear|ly

éWe were earl
But weodre stildl

2023 2024

2025 outlook

- JP Morgan CFO Jeremy Barnum, 5/25

BOND
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Enterprise Al

Adopti on

Ri sing

Kaiser Permanente i Multimodal Ambient Al Scribe (10/23)

Kaiser Permanente Ambient Al Scribe T 10/23-12/24,

per New England Journal of Medicine

Comornis — Nortnem: § Ascoss Care ) Locata »Facaty e Search q

4% KAISER PERMANENTE. | About

News  Health & Wellness  Who We Are  Commitments & Impact

| Bress refeae aechive | Kaisar Permmanents (maraves momber sxpestonce with Akenabied cirical fechnology

P —
Kaiser Permanente improves member experience with
Al-enabled clinical technology

Assisted
mare pri

ical documentation tool from Abridge helps doctors reduce time spent on administrative tasks, allowing them to be
it with patients.

PRESS RELEASE
Cont

Ambient artificial intelligence (Al) scribes, which use machine
learning applied to conversations to facilitate scribe-like
capabilities in real time, [have] great potential to reduce

documentation burden, enhance physician-patient
encounters, and

The technology leverages a smartphone microphone to
transcribe encounters as they occur but does not retain audio
recordings. To address the urgent and growing burden of
data entry, in October 2023, The Permanente Medical Group
(TPMG) enabled ambient Al technology for 10,000 physicians
and staff to augment their clinical capabilities across
diverse settings and specialties.

- New England Journal of Medicine
Catalyst Research Report, 2/24

augment clinjc

Unique Kaiser Permanente Physicians Ever Using
Al Scribe & Cumulative Number of Scribe Visits

8,000

7,000

6,000

5,000

Providers

4,000

3,000

Number of Providers Ever Using Al Scribe

2,000

1,000 —

0 A

Cumulative Number of Scribe Visits

QOct. 1, Nov. 20, Jan. 9.

T T T T T T T [ T T T T T 7

Feb. 28,
2023 2023 2024 2024

Apr.18,  June7, July27.  Sep.15. Now.4, Dec.24,
2024 2024 2024 2024 2024 2024

Week
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Enterprise Al Adopti on

Yum! Brands T Byte by Yum! (2/25)

Yum! Brands Byte by Yum! T 2/24-2/25, per Yum! Brands

@E‘g COMPANY ~ GAREERS - WFACT+ INVESTORS - NEWSE STORES - Yum! Restaurants Usi ng at Least One

Byte by Yum! Product
INTRODUCING BYTE BY YUM!™, AN AI-DRIVEN RESTAURANT

TECHNOLOGY PLATFORM POWERING CUSTOMER AND TEAM MEMBER
EXPERIENCES WORLDWIDE

RECIPE FOR GOOD

5 poopi

GROWTH DRIVERS

Byte is Yum! Brands' Al-powered restaurant management platform designed to
optimize store operations by automating repetitive tasks like inventory tracking,
scheduling, and food preparation alerts. It leverages machine learning to improve
decision-making at the restaurant level, enhancing efficiency, reducing waste, and
supporting staff productivity.

Backed by artificial intelligence, Byte by Yum! offers
franchisees leading technology capabilities with advantaged
economics made possible by the scale of Yum!.

The Byte by Yum! platform includes online and mobile app
ordering, point of sale, kitchen and delivery optimization,
menu management, inventory and labor management, and
team member tools.

-Yum! Press Release, 2/25
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Education / Government / Research Al Adoption =

Rising Priority
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Education & Government =
Increasingly Announcing Al Integrations

Ar i
6 Al

zona State
Accel 823a‘t

New team of technologists creating
artificial intelligence (Al) tools

BSU  Asu Enterprise Technology

e Site
Gy

A Sevees v Inmatves ook  (TGommenceandPoicy v Evenls v Stodes  Culure v Seategy v

ASU unveils first-of-its-kind organization to
advance Al across the enterprise

August 2,2023

U

: Oxford Partnership i 3/25

5-Year Partnership on Research &
Al Literacy

NEWS & EVENTS

Oxford and OpenAl launch
__ collaboration to advance research and
~on - @ducation

The University of Oxford has announced plans to expand its artificial intelligence (Al) offering

and capabilities with OpenAl

NextGenAl T 3/25

$50MM consortium with 15 research
universities (MIT, Harvard, Caltech, etc.)

The University

RECORD

News for faculty, staff and retirees

UNIVERSITY OF
MICHIGAN

March 4, 2025 shareon: X

U-M, OpenAl launch partnership to
expand Al research

By Don Jordan
Office of the Vice President for Research

Topics: Campus News, Research

The University of Michigan has established a partnership with OpenAl that will bring
dditional artificial intell research funding and computing power to
campus.

The collaboration also will include joint research projects between the university and
OpenAL focusing on Al applications that broadly benefit society.

ChatGPT Gov i 1/25 USA National Laboratories i 1/25

ChatGPT tailored for USA federal agencies Partnering on Nuclear, Cybersecurity, & Scientific Breakthroughs
JOUNCH  soltions  Sectors - studios - isights  artners = AboutUs - Q - HUNM - o
OpenAl Introduces
ChatGPT Gov: Al-Powered —
Innovation for ) T~ & OpenAl touts new government partnership and
Government Agencies support for A.l. infrastructure

BOND
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Government =

Increasingly Adopting Sovereign Al Policies

Sovereign Al

Nations are awakening to the imperative
to produce Al using their own
infrastructure, data, workforces, and
business networks. Nations are building
domestic computing capacity.

Some governments operate sovereign
Al clouds in collaboration with state-
owned telecommunications providers
or utilities. Other governments partner
with local cloud providers to deliver a
shared Al computing infrastructure for
public and private-sector use.

NVIDIA's ability to help build Al
infrastructure with our end-to-end
compute-to-networking technologies,
full-stack software, Al expertise,

and rich ecosystem of partners and
customers allows sovereign Al and
regional cloud providers to jump-start
their countries’ Al ambitions.

NVIDIA Sovereign Al Partners i 2/25, Per NVIDIA

France | Switzerland
Scaleway Swisscom Group

Spain
Barcelona

| Supercomputing Center
|

Ecuador
Telconet

® Location of NVIDIA sovereign Al partners

Japan
National Institute of Advanced Industrial
Science and Technology (AIST)

Vietnam
FPT Smart Cloud

Singapore
Singapore Telecommunications Limited
(Singtel)

NVIDIA.

Nations are investing in Al
infrastructure like they once
did for electricity and Internet.

- NVIDIA Co-Founder &
CEO Jensen Huang, 5/25

BOND
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Research =

Rapid Ramp in FDA-Approved Al Medical Devices, per Stanford HAI

New Al-Enabled Medical Devices Approved by USA Food & Drug Administration i
1995-2023, per Stanford HAI & USA FDA

Al-Enabled Medical Devices Approved New USA FDA Al Policy (5/25)

In a historic first for the [USA
FDA], FDA Commissioner Martin

Government R&D funding has been a key part of Al development
‘ A. Makary, M.D., M.P.H., today

budgets, especially in healthcare:
announced an aggressive
timeline to scale use of artificial
intelligence (Al) internally across
all FDA centers by June 30,
2025 ¢é

- FY21-FY25 Federal USA Al Budget: $14.7B
- FY25 Share Requested by National Institutes of Health: 34%

Education / Government / Research Al Adoption = Rising Priority

€eTo reflect the
effort, Dr. Makary has directed all
FDA centers to begin deployment
immediately, with the goal of full

integration by the end of June.

- USA FDA Press Release, 5/25
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Research =

30%-80% Reduction in Medical R&D Timelines, per Insilico Medicine & Cradle

Al-Driven Drug Discovery 1 2021-2024, Per Insilico Medicine, Cradle & BioPharmaTrend

Months to Reach Pre-Clinical Candidate Status

YRl
('\
[ Traditional approaches L "‘L‘\i" Cradle

can take 2.5-4 years

Pharma companies that use
Cradle are seeing a 1.5x to 12x
speedup in pre-clinical research

and development by using our

GenAl platform to engineer

biologics.

- Stef van Grieken, Co-Founder

. I & CEO of Cradle, 5/25
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Al User + Usage + CapEx Growth =

Unprecedented

BOND 80



Al Usage i ChatGPT =

Rising Rapidly Across Age Groups in USA, per Pew & Elon University

% of USA Adults Who Say They Have Ever Used ChatGPT i
7/123 per Pew & 1/25 per Elon University

A gross oversimplification is: Older people use ChatGPT as, like, a
Google replacement. People in their 20s and 30s use it like a life advisor.

- OpenAl Co-Founder & CEO Sam Altman (5/25)
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Al Engagement (ChatGPT App as Proxy) =

+202% Rise in Daily Time Spent Over Twenty-One Mo nt hs é

Minutes per Day that USA Active Users Spend on ChatGPT App T 7/23-4/25,
per Sensor Tower

B()ND Al User + Usage + CapEx Growth = Unprecedented 82



e Al Engagement (Chat GPT App as P

+106% Growth in Sessions & +47% Growth in Duration Over Twenty-One Months

Average USA Session Duration (Minutes) & Daily Sessions per User for ChatGPT App 1
7/23-4/25, per Sensor Tower

B()ND Al User + Usage + CapEx Growth = Unprecedented 83




Al Retention (ChatGPT as Proxy) =

80% vs. 58% Over Twenty-Seven Months, per YipitData

Consumer ChatGPT & Google Search Global Desktop User Retention Rates (1/23-4/25),
per YipitData

RARNAeE S e an AVA VARG AREE o Ve S SR V2 21
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Al Chatbots @ Work Tells =

>72% Doing Things Quicker / Better

% of Employed USA Adults Using Al Chatbots Who Say Tools Have Been
Hel pful When I7t10/28,@per®sw t 0é

Allowing Them to Do
Things More Quickly

Improving the Quality
of Their Work

0% 25% 50% 75% 100%

mExtremely / Very mSomewhat Not Too / Not at All

B()ND Al User + Usage + CapEx Growth = Unprecedented 85



Al Chatbots @ School Tells (ChatGPT as Proxy) =

Bias to Research / Problem Solving / Learning / Advice

OpenAl ChatGPT Usage Survey, USA Students Ages 18-24 1 12/24-1/25, per OpenAl

@ CEducation and career related use cases

All other use cases

Starting papers/projects
Summarize texts
Brainstorm creative projects
Explore topics

Edit writing

Mathematical problem-solving
Exam preparation
Academic research
Tutoring

Essay draiting
Career-related writing

Exam answers

Science research

Create lesson plans
Language learning

Career advice

Predict a grade
Relationship advice
Computer programming
Organizing schedules
Grade school work
Facilitate student collaboration
Job search

Mental health help

Physical health help

Social media content help
Visual data analysis

0% 10% 20% 30% 40% 50%

% of 18-24 year old students who currently use Al
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Al Usage Expansion T Deep Research =

Automating Specialized Knowledge Work

Select Al Company Deep Research Capabilities 1 12/24-2/25, per Google, OpenAl & xAl

Google Gemini
Deep Research

Start research

k

Get up to speed on just about anything with
Deep Research, an agentic feature in
Gemini that can automatically browse up to
hundreds of websites on your behalf, think
through its findings, and create insightful
multi-page, reports that you can turn into
engaging podcast-style conversationsé

éltés a step towards
can move beyond simple question-
answering to become a true collaborative
partner.

- Google Deep Research Overview,
launched 12/24

OpenAl ChatGPT
Deep Research

XAl Grok
DeepSearch

What can | help with?

+ @ @ + Q
Today webre | aunchi ng dFEoamerstandtieeaniverse, we must
ChatGPT, a new agentic capability that interface Grok with
conducts multi-step research on the
internet for complex tasks. €eAs a first step towar

It accomplishes in tens of minutes what
would take a human many hoursé

rolling out DeepSearch i our first agent.
It's a lightning-fast Al agent built to
relentlessly seek the truth across the
enitirg corpfis of rumadn krsotvledue.
DeepSearch is designed to synthesize
key information, reason about
conflicting facts and opinions, and
distill clarity from complexity.

éDeep research mar ks a
mo rtavardayirebroader goaldfldeveldpiag
AGI, which we have long
envisioned as capable of producing
novel scientific research.

- OpenAl Deep Research
Press Release, 2/25

- XAl Grok 3 Beta Press Release, 2/25

BOND
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Al Agent Evolution =

Chat Responses Y Doi
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A new class of Al is now emerging i less assistant, more service provider.
What began as basic conversational interfaces may now be evolving into something far more capable.

Traditional chatbots were designed to respond to user prompts, often within rigid scripts or narrow flows.
They could fetch answers, summarize text, or mimic conversation i but always in a reactive, limited frame.

Al agents represent a step-change forward. These are intelligent long-running processes
that can reason, act, and complete multi-st ep t asks on a usero6s behal fi. The:
they execute: booking meetings, submitting reports, logging into tools, or orchestrating workflows across platforms,
often using natural language as their command layer.

This shift mirrors a broader historical pattern in technology.
Just as the early 2000s saw static websites give way to dynamic web applications i
where tools like Gmail and Google Maps transformed the internet from a collection of pages into a set of utilities T
Al agents are turning conversational interfaces into functional infrastructure.

Whereas early assistants needed clear inputs and produced narrow outputs, agents promise to operate with goals,
autonomy and certain guardrails. They promise to interpret intent, manage memory, and coordinate across
apps to get real work done. |l t6s | ess about resp

While we are early in the development of these agents, the implications are just starting to emerge.
Al agents could reshape how users interact with digital systems i
from customer support and onboarding to research, scheduling, and internal operations.

Enterprises are |l eading the charge; theyodre not | us
investing in frameworks and building ecosystems around autonomous execution.
What was once a messaging interface is becoming an action layer.
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Al Agent Interest (Google Searches) =

+1,088% Over Sixteen Months

Gl obal Googl e Sear cheé §/245/85 peoGobgleArprdst 6 ( K)

3/11/25: OpenAl Introduces
Developer Tools for Al Agents

)
/

+1,088%
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Al Agent Deployments =

Al Incumbent Product Launches Accelerating

Al Incumbent Agent Launches

Agent Released Select Capabilities

Salesforce Agentforce A Automated customer support A Lead qualification
(10/24 = General Release) A Case resolution A Order tracking
Anthropic Claude 3.5 Computer Use A Control computer screen directly to perform tasks like
(10/24 = Research Preview Release) pulling data from websites, making online purchases, etc.
OpenAl Operator A Control computer screen directly to perform tasks like
(1/25 = Research Preview Release) pulling data from websites, making online purchases, etc.

. . .

Amazon Nova Act A Home automation A Purchasing
= (3/25 = Research Preview Release) A Information collection A Scheduling
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Next Frontier For Al =

Artificial General Intelligence
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Artificial General Intelligence, or AGI, refers to systems capable of performing the full range of human intellectual tasks i
reasoning, planning, learning from small data samples, and generalizing knowledge across domains.
Unlike current Al models, which excel within specific (albeit broad) boundaries, AGI would be able to operate
fully flexibly across disciplines and solve unfamiliar problems without retraining.
It represents a major milestone in Al development i one that builds on recent
exponential gains in model scale, training data, and computational efficiency.

Timelines for AGI remain uncertain, but expert expectations have shifted forward meaningfully in recent years.
Sam Altman, CEO of OpenAl, remarked in January 2025, We are now confident we know how to build AGI as we have
traditionally understood it. This is a forecast, not a dictum, but it reflects how advances in model architecture,
inference* efficiency, and training scale are shortening the distance between research and frontier capability.

The broader thread is clear: Al development is trending at unprecedented speed, and
AGl is increasingly being viewed not as a hypothetical endpoint, but as a reachable threshold.

If / when achieved, AGI would redefine what software (and related hardware) can do. Rather than executing
pre-programmed tasks, AGI systems would understand goals, generate plans, and self-correct in real time.
They could drive research, engineering, education, and logistics workflows with little to no human oversight i
handling ambiguity and novelty with generalkp ur pose reasoning. These systems w
retraining to handle new problem domains i they would transfer learning and operate with context,
much like human experts. Additionally, humanoid robots powered by AGI would have the
power to reshape our physical environment and how we operate in it.

Still, the implications warrant a measured view. AGI is not a finish line, but a phase shift in capability i and how it
reshapes institutions, labor, and decision-making will depend on the safeguards and deployment
frameworks that accompany it. The productivity upside may be significant, but unevenly distributed.

The geopolitical, ethical, and economic implications may evolve gradually, not abruptly.
As with earlier transitions i from industrial to digital to algorithmic i the full consequences will be
shaped not just by what the technology can do, but by how society chooses to adopt and govern it.

*Inference = Fully-trained model generates predictions, answers, or content in response to user inputs. This phase is much faster and more efficient than training.
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Al User + Usage + CapEx Growth =

Unprecedented
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To understand where technology CapExi s headi ng, it helps to | ook
Over the past two decades, techCapExhas f |l exed wupward at points thr
first toward storage / access, then toward distribution / scale, and now toward computation / intelligence.

The earliest wave saw CapEx pouring into building internet infrastructure i
massive server farms, undersea cables, and early data centers that enabled Amazon, Microsoft, Google and
others to lay the foundation for cloud computing. That was the first phase: store it, organize it, serve it.

The second wave i still unfolding T has been about supercharging compute for data-heavy Al workloads,
a natural evolution of cloud computing. Hyperscaler* CapEx budgets now tilt increasingly toward
speciali zed chips (GPUs, TPUs, Al acceleratorsé),

In 2019, Al was a research feature; by 2023, it was a capital expenditure line item.
Microsoft Vice Chair and President Brad Smith put it well in a 4/25 blog post:
Like electricity and other general-purpose technologies in the past, Al and
cloud datacenters represent the next stage of industrialization.

The world's biggest tech companies are spending tens of billions annually 7 not just to gather data,
but to learn from it, reason with |1 t7 batmav, monet i

the advantage goes to those who can train on it fastest, personalize it deepest, and deploy it widest.

*Hyperscalers (large data center operators) are Amazon Web Services (AWS), Microsoft Azure, Google Cloud Platform (GCP), Alibaba Cloud,
Oracle Cloud Infrastructure (OCI), IBM Cloud & Tencent Cloud.

a
C

Z e
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CapEx Spend 1 Big Technology Companies =

On Rise for Years as
Data Use + Storage Exploded
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CapEx Spend @ Big Six* Tech Companies (USA) =

+21% Annual Growth Over Ten Years

Big Six* USA Public Technology Company CapEx Spend ($B) vs. Global Data
Generation (Zettabytes) i 2014-2024, per Capital 1Q & Hinrich Foundation

As data volumes rise, CapEx required |
to build more hyperscale data
centers, faster network infrastructure,
& more compute capacity

CapEx: +21% / Year
Data: +28% / Year
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V4

CapEx Spend for Tech Hyperscalers= MiI rr or ed byeé

+37% Annual Cloud Revenue Growth Over Ten Years

Global Hyperscaler Cloud Revenue ($B) 1 2014-2024,
per Company Disclosures & Morgan Stanley Estimates

$400
$300 p—
$200 +37% / I
Year
- N
I I
= 0 B
$O = ||

2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024

® Amazon AWS m Microsoft Intelligent Cloud mGoogle Cloud mOracle Cloud mIBM Cloud mAlibaba Cloud mTencent Cloud
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CapEx Spend 1T Big Technology Companies =

|l nfl ected Wi th AI 6
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Al Model Training Dataset Size =

250% Annual Growth Over Fifteen Years, per Epoch Al

Al Model Training Dataset Size (Tokens) by Model Release Year i 6/10-5/25, per Epoch Al

1013 1
1011 il
10°L
107L
10°|.
I 1 \ I ‘ I I I I
2010 2012 2014 2016 2018 2020 2022 2024 2026
Publication date
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CapEx Spend @ Big Six* Tech Companies =

+63% Y/Y & Accel eratede

Big Six* USA Public Technology Company CapEx Spend ($B) vs. Global ChatGPT
Weekly Active Users (MM) i 2014-2024, per Capital 1Q & OpenAl

2023-2024 Change:
Big Six CapEx = +63%
ChatGPT WAUS = +200%?1
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é CapEx Spend @ Big Six* Tech Companies =

15% of Revenue & Accelerated vs. 8% Ten Years Ago

Big Six* USA Public Technology Company i CapEx Spend ($B) vs. % of Revenue 1
2014-2024, per Capital IQ & Morgan Stanley

+21% / Year

BOND CapEx Spendi Bi g Technol ogy Companies = Inflected Wi th Al &s RIO2e




CapEx Spend @ Amazon AWS =

Cloud vs. Al Patterns
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CapEx as % of Revenue (AWS as Proxy) 1T Al vs. Cloud Buildouts =

49% (2024) vs. 4% (2018) vs. 27% (2013), per Morgan Stanley

Amazon AWS CapEx as % of Revenue i 2013-2024, Estimated per Morgan Stanley

Initial Cloud Infrastructure Al / ML Infrastructure 49%
Build-Out Build-Out

AWS CapEx as % of revenue
decreased as upfront infrastructure
invest ments sl owe & revenue

27% will Al follow?

From 2020, AWS began rapidly
scaling CapEx (+30% Y/Y) to
build Al / ML infrastructure,
potentially restarting cycle

4%
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Tech CapEx Spend Partial Instigator =

Material Improvements in GPU Performance
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NVIDIA GPU Performance =

+225x Over Eight Years

Performance of NVIDIA GPU Series Over Time i 2016-2024, per NVIDIA

$1B Data Center Comparison
GPT-MoE Inference Workload?

Pascal Volta Ampere Hopper Blackwell
2016 2018 2020 2022 2024 For a Theoretical $1B-Scal e Dat a C
Number of GPUs 46K 43K 28K 16K 11K , )
éePerformance +225x|o0
+225% while requiring 4l
Factory Al FLOPS 1EF 5EF 17EF 63EF 220EF Y,
Annual Inference Tokens 50B 1T 5T 58T 1,375T édlnference token ¢ ;p c
+30,000x eight years, implying +30,000x higher
Annual Token Revenue  $240K $3M $24M  $300M $7B theoretical tokejn
DC Power 37TMW 34MW 25MW 19MW 21MW ¢éData center power \u .
+50,000x eight years, leading to +50,000x greater
Token Per MW-Year 1.3B 2.9B 200B 3T 65T per-unit energy efficiency )
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NVIDIA Installed GPU Computing Power =

100x+ Growth Over ~Six Years

Global Stock of NVIDIA GPU Computing Power (FLOP/s) i Q1:19-Q4:24, per Epoch Al

Simultaneous expansion of GPU /
computing-related CapEx alongside
rising performance-per-GPU =

M Hopper
Exponentially-greater computing B Ampere
capacity 28 W Volta

M Pascal

3x10%" ~
+130% / Year \

/

7
¥/
2x10% -~ 4
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Tech CapEx Spend Beneficiary =

NVIDIA
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Key Tech CapEx Spend Beneficiar

25% & Rising of Global Data Center CapEXx, per NVIDIA

Global Data Center CapEx( $B) v s. NVI DI Ab6s Data Cen
Percent of Data Center CapEx (Global) i 2022-2024, per NVIDIA @ GTC
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https://www.delloro.com/insights-from-gtc25-evolution-of-gpu-compute-architecture/

Technology Company Spend =

R&D Rising Along with CapEx
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R&D Spend @ Big Six* USA Public Tech Companies =

13% of Revenueeéevs. 9% Ten Year s

Big Six* USA Public Technology Company i R&D Spend ($B) vs. % of Revenue i
2014-2024, per Capital 1Q

+20% / Year |
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Tech Big Six (USA) =

Loaded With Cash to Spend on Al & CapEX
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Big Six* Generating Loads of Cash =

+263% Growth 1 n Free Cash FIlI ow

Big Six* Public Technology Companies i Free Cash Flow ($B) i 2014-2024, per Capital 1Q
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éBi g Six* Generating Loads

+103% Growth in Cash Over Ten Years to $443B

Big Six* USA Public Technology Company Cash on Balance Sheet ($B) i 2014-2024,

per Capital 1Q
I =i || I‘ II II
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Tech CapEx Spend Driver =

Compute Spend to Train & Run Al Models
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To understand the evolution of Al computing economiics,
And where theyo6ére headed. The bul k of spending in
is still dominated by compute i specifically, the compute needed to train and run models.
Training costs remain extraordinarily high and are rising fast,
often exceeding $100 million per model today. As Dario Amodei, CEO of Anthropic, noted in mid-2024,
Right now, [ Al model training costs] $100 million. The
Il think that the training ofé$10 billion model s

Around these core compute costs sit additional high-cost layers:
research, data acquisition and hosting, and a mix of salaries, general overhead, and go-to-market operations.
Even as the cost to train models climbs, a growing share of total Al spend is shifting toward inference i
the cost of running models at scale in real-time. Inference happens constantly,
across billions of prompts, queries, and decisions, whereas model training is episodic.
As Amazon CEO Andy Jassy noted in his April 2025 letter to shareholders,
Whil e model training still accounts for a | arge
will represent the overwhelming majority of future Al cost because customers
train their models periodically but produce inferences constantly.
NVIDIACo-Founder & CEO Jensen Huang noted the same in N
Inference is exploding. Reasoning Al agents require orders of magnitude more compute.

At scale, inference becomes a persistent cost center 1 one that grows in parallel with usage,
despite declines in unit inference costs.

The broader dynamic is clear: lower per-unit costs are fueling higher overall spend.
As inference becomes cheaper, Al gets used more.
And as Al gets used more, total infrastructure and compute demand rises i dragging costs up again.
The result is a flywheel of growth that puts pressure on cloud providers, chipmakers, and enterprise IT budgets alike.

The economics of Al are evolving quickly i
but for now, they remain driven by heavy capital intensity, large-scale infrastructure,
and a race to serve exponentially expanding usage.
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Data Centers =

Key Beneficiary of Al CapEx Spend
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For one lens into the economics of Al infrastructure,
Il tds useful to |l ook at the pace and scal
The current wave of Al-driven demand has pushed data center spending to historic highs.
Accordingto D e | | Re®aarah, global IT company data center CapEx
reached $455 billion in 2024 and is accelerating.

Hyperscalers and Al-first companies alike are pouring billions into building out
compute-ready capacity T not just for storage, but for real-time inference and
model training workloads that require dense, high-power hardware.
As Al moves from experimental to essential, so too do data centers.
Per NVIDIA Co-Founder and CEO JensenHuang, These Al data centerseéare

That race is moving faster than many expected.
The most striking example may be x A | Gdlessus facility in Memphis, Tennessee which went
from a gutted factory to a fully operational Al data center in just 122 days.
As noted on page 122, at 750,000 square feet 1 roughly the size of 418 average USA homes 1
it was built in half the time it typically takes to construct a single American house.

Per NVIDIA Co-Founder & CEO Jensen Huang,
What they achieved is singular, never been dc¢
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€These kinds of timelines are no | onger the excep
and vertical integration across electrical, mechanical, and software systems, new data centers are
going up at speeds that resemble consumer tech cycles more than real estate development.

But beneath that velocity |lies a capital
CapEXx is driven by land, power provisioning, chips, and cooling infrastructure i
especially as Al workloads push thermal and power limits far beyond traditional enterprise compute.
OpEX, by contrast, is dominated by energy costs and systems maintenance,
particularly for high-density training clusters that operate near constant load.

Revenue is driven by compute sales 1 whether in the form of Al APIs, enterprise platform fees, or
internal productivity gains. But payback periods are often long, especially for vertically-integrated players
building ahead of demand. For newer entrants, monetization may lag build-out by quarters or even years.

And then therebds the supply chain. Power avai
Transformers, substations, turbines, GPUs, cablesit hese ar enot commod i
that can be spun up overnight. Il n thisi contex

they are strategic infrastructure nodes. They sit at the intersection of real estate, power,
logistics, compute, and software monetization.

The companies that get this right may do more than run servers i
they will shape the geography of Al economics for the next decade.
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Data Center Buildout Construction Value, USA =

+49% & Accelerated Annual Growth Over Two Years

USA Data Center Annualized Private Construction Value ($B) i 1/14-12/24,
per USA Census Bureau

+49% /
Year

+28% /
Year

BOND Data Centers = Key Beneficiary of Al CapEx Spend 120



Data Center New Construction vs. Existing Capacity, USA =

+16x In New vs. +5x in Existing Over Four Years

Data Center Capacity (Megawatts) by Real Estate Profile,
USA Primary Markets i 2020-2024, per CBRE

+16Xx

+5X

Existing capacity New capacity l
but newly-filled
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Data Center Build Time (xAl Colossus as Proxy) =

122 Days vs. 234 for a Home

122 Days =
A Fully-Operational Data Centeri 2 0 2 4 é
750,000 Sq. Ft = Size of 418 USA Homes

‘.7‘,”'&~‘-‘"" e = l/ — — = ~——

Colossus: Total GPUs: 200,000

Phase 1:122 days - 100k Phase 2: 92 days to expand
GPUs fully training to 200K GPUs
synchronously. From

scratch.

750,000 Square Feet

/We were told it would take 24 months to\
build. So we took the project into our own
hands, questioned everything, removed
whatever was unnecessary, and
accomplished our goal in four months.

k - XAl Website j

122 Days =
One Half-Built House i 2024

(Average Build Time = 234 Days)

1,792 Square Feet

BOND Data Centers = Key Beneficiary of Al CapEx Spend 122



Data Center Compute (XAl Colossus as Proxy) =

0 to 200,000 GPUs in Seven Months

XAl Colossus GPUs i 4/24-11/24, per xAl

xAl Colossus GPUs (K)

XAl ultimately plans on 1IMM
GPUs, per Memphis Chamber

. 1 ‘ C \’ i of Commerce
UL ) ,

Wedbre running the worl dodés biggegst supelC omput €r , gt CS S
Built in 122 days i outpacing every estimate 1
it was the most powerful Al training system yet.
Then we doubled it in 92 days to 200k GPUs.
This is just the beginningé

éWe doubled our compute at an|unprecedented rat
with a roadmap to 1M GPUs. Progress in Al is driven by
compute and no one has come close to building at this
magnitude and speed.

- XAl Website, 5/25
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Data Centers =

Electricity Guzzlers
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Al and energy observations / quotes (in italics) here and the two pages that follow are from
OWorl d Energy Outl dok Speci al Repor
Ener gy alimld fromlIBA (IGternational Energy Agency)* i 4/10/25

To understand where energy infrastructure is heading, it helps to examine the rising tension between Al
capability and electrical supply. The growing scale and sophistication of artificial intelligence
Is demanding an extraordinary amount of computational horsepower, primarily from Al-focused data centers.
These facilities T purpose-built to train and serve models i
are starting to rival traditional heavy industry in their electricity consumption.

There is no Al without energy i specifically electricity (p. 3).

Datacentersaccounted for around 1.5% of the

electricity consumption in 2024 (p. 14). Energy demand growth has been rapid:

Globally, data centre electricity consumption has grown by around 12% per year since 2017,
more than four times faster than the rate of total electricity consumption (p. 14).
As power demand rises, so too does its concentration:
The United States accoun teatk electicitgcphnsmigiord,f gl ob a
foll owed by China (25%) and Europe (
nearly half of data centre capacity in the United States is in five regional clusters (p. 14).

The flipside is true as well: Emerging and developing economies other than China account for 50% of the
worl dés i nternet users buedantrelcapacti hygn (0 %18
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https://www.iea.org/reports/energy-and-ai

€Al 6s power de manidad it pragress s mecreasangly bottlenecked not by
data or algorithms, but by the grid and strains related to demand.

While Al presently places considerable demands on the energy sector,
it i s also already wunlocking major energy
Al is already being deployed by energy companies to transform and optimize energy and
mineral supply, electricity generation and transmission, and energy consumption (p. 16).

Current Al-driven demand is extremely high.
This is forecast to continue, especially as capital gushes into model providers that, in turn,
spend on more compute. At some point, these model builders
will need to turn a profit to be able to spend more.

While demand i for both compute and energy i will inevitably continue to rise as consumer and
business usage does the same, data centers will ultimately only serve those who pay their bills.

*IEA member countries include Australia, Austria, Belgium, Canada, Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Ireland, Italy, Japan, S. Korea, Latvia, Lithuania, Luxembourg, Mexico,
Netherlands, New Zealand, Norway, Poland, Portugal, Slovak Republic, Spain, Sweden, Switzerland, Republic of Turkiye, United Kingdom, and United States. IEA Association countries include Argentina, Brazil, China,
Egypt, India, Indonesia, Kenya, Morocco, Senegal, Singapore, S. Africa, Thailand, and Ukraine.

All data shown, unless otherwise specified, is global. Italicized text is directly quoted from the report.
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Data Center Electricity Consumption, Global =

+3Xx Over Nineteen Years, per IEA

Data Center Energy Consumption by Data Center Type & Equipment, Global 7T 2005-2024,
per IEA

Capacity by data centre type Electricity consumption

2005 2010 2015 2020 2024 2005 2010 2015 2020 2024
M Enterprise  m Colocation and service provider W Servers M Other IT
Hyperscale Cooling Other infrastructure
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Data Center Electricity Consumption by Region =

USA Leads, per IEA

Data Center Electricity Consumption by Region i 2005-2024, per IEA

Electricity consumption Share of electricity demand

2005 2010 2015 2020 2024 2005 2010 2015 2020 2024

W United States m China M Europe = Asia-Pacific excl. China =~ Rest of world <<+ Global average
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To understand where Al model economics may be heading, one can look at the mounting tension between capabilities and costs.

Training the most powerful large language models (LLMs) has become one of the most expensive / capital-intensive
efforts in human history. As the frontier of performance pushes toward ever-larger parameter counts and
more complex architectures, model training costs are rising into the billions of dollars.

Ironically, this race to build the most capable general-purpose models may be accelerating commoditization and driving
diminishing returns, as output quality converges across players and differentiation becomes harder to sustain.
At the same time, the cost of applying/using these models i known as inference 1 is falling quickly.
Hardware is improvingi f or exampl e, NVI DI A6s 2024 Bl ackwell GPU <con
than its 2014 Kepler GPU predecessor. Couple that wit/
and the cost of inference is plummeting.

Inference represents a new cost curve, and i unlike trainingcostsii t 6 s ar cing down, n o
As inference becomes cheaper and more efficient, the competitive pressure amongst LLM providers increases 1
not on accuracy alone, but also on latency, uptime, and cost-per-token*. What used to cost dollars can now cost pennies.
And what cost pennies may soon cost fractions of a cent.

The implications are still unfolding. For users (and developers), this shift is a gift:
dramatically lower unit costs to access powerful Al.
And as end-user costs decline, creation of new products and services is flourishing, and user and usage adoption is rising.

For model providers, however, this raises real questions about monetization and profits.
Training is expensive, serving is getting cheap, and pricing power is slipping. The business model is in flux. And there are new
guestions about the one-size-fits-all LLM approach, with smaller, cheaper models trained for custom use cases** now emerging.

Will providers try to build horizontal platforms? Will they dive into specialized applications? Only time will tell.
I n the short ter m, itéds hard {paposegbMer e t hat t he
look like commodity businesses with venture-scale burn.
*Cost-per-token = The expense incurred for processing or generating a single token (a word, sub-word, or character) during the operation of a language model. It is a key metric used to

evaluate the computational efficiency and cost-effectiveness of deploying Al models, particularly in applications like natural language processing.
**E.g., OpenEvidence
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Al Model Compute Costs High / Rising
+

Inference Costs Per Token Falling

Performance Converging + Developer Usage Rising
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Al Model Training Compute Costs =

~2,400x Growth Over Eight Years, per Epoch Al & Stanford

Estimated Training Cost of Frontier Al Models T 2016-2024,

per Epoch Al & Stanford

Gemini 1.0 Ultra'. Llama 3:1_4058
100M pe— e Nemoon®3408 Right now, [Al model training costs]
5 400 hnlelink2 $100 million. There are models in
+Z, X PaLM 2@ @ alcon-180B P :
PaLM (408) training today that are more like a
-3.5 -1y . . .
oM ° = * e . billion. Right. | think if we go to $10 or
GPT-3 175B (davinci) [ - . B
o ® sloomes ® Liorma 2708 $100 billion, _and | think that will
° & e happen in 2025, 2026
™M ° @lyperCLOVA 823. LaI\’DA
o @ Switch L, .
anwT AR " €l think that the 't
RobERTa Lrgee U Meta Pseudo Labels billion models, yeah, could start
100K sometime in 2025.
[}
Xception ® : .
° BigGAN-deep 512x512 - Anthropic Co-Founder & CEO
10K e L Dario Amodei (6/24)
2016 2017 2018 2019 2020 2021 2022 2023 2024
Publication date
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Al Model Compute Costs High / Rising
+

Inference Costs Per Token Falling

Performance Converging + Developer Usage Rising
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To understand the trajectory of Al compute, it helps to revisit an idea from the early days of PC software.

0Software Iis a gaseéit expands to fill its container

Al is proving no different. As models get better, usage increases i and as usage increases, so does demand
for compute. Weobdre seeing it across every | ayer: r
The appetite for Al isn't sl owing doiwn. | t 6s ¢

just like software did in the age of desktop and cloud.

But infrastructure is not just standing still. In fact, it's advancing faster than almost any other layer in the stack,

and at unprecedented rates. As noted on page 1
uses 105,000 times less energy to generate tokens than its 2014 Kepler predecessor.
ltdéds a staggering |l eap, and it tells a
not just of cost reduction, but of architectural and materials innovation
that i s reshaping whatodés possible at the

These improvements in hardware efficiency are critical to offset the strain of increasing
Al and internet usage on our grid. So far, though, they have not been enough.
This trend aligns with Jevons Paradox, first proposed back in 1865* i
that technological advancements that improve resource efficiency actually lead to increased overall usage
of those resources. This is driving new focus on expanding energy production capacity i
and new questions about the gridbs abil:]

Yet again, we see thishasGs®nef otffedhrolpegypet
costs fall, performance rises, and usage grows, all in tandem. This trend is repeating itself with Al.

*British economist William Stanley Jevons first observed this phenomenon in 19™-century Britain, where he noticed that improvements in the efficiency of coal-powered steam

engines were not reducing coal consumption but rather i comwusienaofideas ¢p suppose thatithe consmidalaisek T h e
of fuel is equivalent to diminished consumption. The very cont
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Al I nference 6Currencyo

Tokens

What are tokens and how to count them?

Updated over 3 months ago

Additional context: 1MM tokens =

What are tokens? ~750, 000 wordsdrot
A 3,500 pages of a standard book
Tokens can be thought of as pieces of words. Before the API processes the request, the (12-point font, double-spaced)

input is broken down into tokens. These tokens are not cut up exactly where the words A 5,000 ChatGPT responses*

start or end - tokens can include trailing spaces and even sub-words. Here are some
helpful rules of thumb for understanding tokens in terms of lengths:

* 1 token ~= 4 chars in English
* 1 token ~= 34 words
e 100 tokens ~= 75 words

Or

e 1-2 sentence ~= 30 tokens
* 1 paragraph ~= 100 tokens
e 1,500 words ~= 2048 tokens

To get additional context on how tokens stack up, consider this:

* Wayne Gretzky's quote "You miss 100% of the shots you don't take" contains 11 tokens.
® OpenAl's charter contains 476 tokens.
* The transcript of the US Declaration of Independence contains 1,695 tokens.
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Al Inference Costs T NVIDIA GPUs =

-105,000x Decline in Energy Required to Generate Token Over Ten Years

Energy Required per LLM Token (Joules), NVIDIA GPUs T 2014-2024, per NVIDIA

-105,000x
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Al Inference Costs 1 Serving Models =

99.7% Lower Over Two Years, per Stanford HAI

Al Inference Price for Customers (per 1 Million Tokens) i 11/22-12/24, per Stanford HAI

Note: AXis is
logarithmic;
every axis tick
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Al Cost Efficiency Gains =

Happening Faster vs. Prior Technologies

Relative Cost of Key Technologies by Year Since Launch,
per OpenAl, John McCallum, & Richard Hirsh
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Techos PeHapet ual A

Declining Costs + I mproving Pertf

USA Internet Users (MM) vs. Relative IT Cost i 1989-2023, per FRED & ITU
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éTechoOs PeHapet ual A

Prices Fall + Performance Rises

Al Model Training Compute (FLOP) vs. Relative IT Cost T 1989-2024, per Epoch Al & FRED
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Al Model Compute Costs High / Rising
+

Inference Costs Per Token Falling

Performance Converging + Developer Usage Rising
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Al Model Performance =

Converging Rapidly, per Stanford HAI

Performance of Top Al Models on LMSYS Chatbot Arena i 1/24-2/25, per Stanford HAI
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